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Abstract

This article studies a guaranteed cost control problem for a class of neural networks
with various activation functions and mixed time-varying delays in state and control.
Attention is focused on the design of memory feedback controller such that the resulting
closed-loop system is exponentially stable and an adequate level of performance is also
guaranteed. Using the Lyapunov method and linear matrix inequality technique, a criteria
for the existence of the controller are derived in terms of LMIs. A numerical example is
included to illustrate the effectiveness of our results.
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1 Introduction

Cellular neural networks with time-varying delays have been extensively studied
over the past two decades and have found many application in variety of areas

such as signal processing, pattern recognition, static image processing, associate
memory, and combinatorial optimization. Since time delay effects are often a



Differential Equations and Control Processes, N 3, 2011

source of instability and poor performance of the neural networks, the problem

of stability analysis or stabilization of neural networks with time-varying delays
has attracted many researcher [5, 6, 8, 12, 13]. On the other hand, in many

practical system, it is desirable to design the control system which is not only
stable but also guarantee an adequate level of performance. One approach to

this problem is the so-called guaranteed cost control approach first introduced
by Chang and Peng [2]. This approach has the advantage of providing an upper
bound on a given performance index and thus the system performance degra-

dation incurred by time delays is guaranteed to be less than this bound. Base
on this idea, some results have been proposed for discrete-time with constant

delays systems [3, 10, 11], and for continuous-time with constant delays sys-
tems [2, 7, 9]. To the best of our knowledge, so far, no result on the guaranteed

cost control of the neural networks with mixed time-varying delay in state and
control is available in literature. This motivates our present investigation.

In this paper, we consider the problem of guaranteed cost control of neu-
ral networks with various activation functions and mixed time-varying delays

in state and control. The novel feature of the results obtained in this paper is
twofold. First, the system considered in this paper is mixed time-varying delays
in state and control. Second, by using improved Lyapunov-Krasovskii function-

als combined with LMIs technique, a delay-dependent criterion for existence of
the guaranteed cost controller is derived in terms of LMIs. The approach also

allows to compute simultaneously the two bounds the characterize the expo-
nential stability rate of the solution and design a upper bound of cost function

for the system.

The paper is organized as follows. Section 2 presents definitions and

some well-known technical propositions needed for the proof of the main results.
Guaranteed cost control of neural networks with various activation functions

and mixed time-varying delays in state and control are presented in Section 3.
Numerical examples showing the feasibility and effectiveness of the conditions

are given in Section 4. The paper ends with conclusions and cited references.

2 Preliminaries

The following notation will be used in this paper: R
+ denotes the set of all

real non-negative numbers; Rn denotes the n−dimensional space with the scalar
product 〈., .〉 and the vector norm ‖ . ‖; Rn×r denotes the space of all matrices

of (n×r)−dimensions; AT denotes the transpose of matrix A; A is symmetric if
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A = AT ; I denotes the identity matrix; λ(A) denotes the set of all eigenvalues
of A; λmax(A) = max{Reλ; λ ∈ λ(A)}.; xt := {x(t + s) : s ∈ [−h, 0]}, ‖ xt ‖=

sups∈[−h,0] ‖ x(t+ s) ‖; C([0, t],Rn) denotes the set of all Rn−valued continuous
functions on [0, t]; L2([0, t],R

m) denotes the set of all the R
m−valued square

integrable functions on [0, t]; Matrix A is called semi-positive definite (A ≥ 0)
if 〈Ax, x〉 ≥ 0, for all x ∈ R

n;A is positive definite (A > 0) if 〈Ax, x〉 > 0
for all x 6= 0;A > B means A − B > 0. The notation diag{. . .} stands for a

block-diagonal matrix. The symmetric term in a matrix is denoted by ∗.

Consider the following cellular neural networks with mixed time-varying
delays in state and control of the form

ẋ(t) = −Ax(t) +W0f(x(t)) +W1g(x(t− τ1(t))) +W2

∫ t

t−τ2(t)

h(x(s)) ds

+ B0u(t) + B1u(t− τ3(t)) +B2

∫ t

t−τ4(t)

u(s) ds

x(t) = φ(t), t ∈ [−d, 0], d = max{τ1, τ2, τ3, τ4},

(1)

where x(t) = [x1(t), x2(t), . . . , xn(t)]
T ∈ R

n is the state vector of the neural

networks; u(t) ∈ L2([0, s],R
m), ∀s > 0, is the control input vector of the neural

networks; n is the number of neurals, and

f(x(t)) = [f1(x1(t)), f2(x2(t)), . . . , fn(xn(t))]
T ,

g(x(t)) = [g1(x1(t)), g2(x2(t)), . . . , gn(xn(t))]
T ,

h(x(t)) = [h1(x1(t)), h2(x2(t)), . . . , hn(xn(t))]
T

are the neural activation functions. The diagonal matrix A =
diag(a1, a2, . . . , an) represents the self-feedback term and W0,W1,W2, B0, B1, B2

are given real constant matrices with appropriate dimensions. The time-varying

delay functions τ1(t), τ2(t), τ3(t), τ4(t) satisfy the condition

0 ≤ τ1(t) ≤ τ1, τ̇1(t) ≤ δ1 < 1,

0 ≤ τ2(t) ≤ τ2,

0 ≤ τ3(t) ≤ τ3, τ̇3(t) ≤ δ2 < 1,

0 ≤ τ4(t) ≤ τ4.

The initial functions φ(t) ∈ C([−d, 0],Rn), d = max{τ1, τ2, τ3, τ4}, with the

uniform norm ‖ φ ‖= maxt∈[−d,0] ‖ φ(t) ‖ . We assume that the activation
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functions f(x), g(x), h(x) are Lipschitz with the Lipschitz constains fi, gi, hi >

0 :

| fi(ξ1)− fi(ξ2) |≤ fi | ξ1 − ξ2 |, i = 1, 2, . . . , n, ∀ξ1, ξ2 ∈ R,

| gi(ξ1)− gi(ξ2) |≤ gi | ξ1 − ξ2 |, i = 1, 2, . . . , n, ∀ξ1, ξ2 ∈ R,

| hi(ξ1)− hi(ξ2) |≤ hi | ξ1 − ξ2 |, i = 1, 2, . . . , n, ∀ξ1, ξ2 ∈ R.

(2)

Definition 2.1 Given α > 0. The system (1) is α−exponentially stable if there
exist a positive number γ > 0 such that every solution x(t, φ) satisfies the

following condition:

‖ x(t, φ) ‖≤ γe−αt ‖ φ ‖, ∀t ≥ 0.

Definition 2.2 Given α > 0. The system (1) is globally α−exponentially sta-
bilizable if there is a feedback control u(t) = Kx(t), such that the closed-loop

time-delay system

ẋ(t) = −[A0 − B0K]x(t) +W0f(x(t)) +W1g(x(t− τ1(t))) + B1Kx(t− τ3(t))

+W2

∫ t

t−τ2(t)

h(x(s)) ds+B2

∫ t

t−τ4(t)

Kx(s) ds

x(t) = φ(t), t ∈ [−d, 0], d = max{τ1, τ2, τ3, τ4}

(3)

is α−exponentially stable.
Associated with the system (1) is the cost function

J =

∫ ∞

0

[xT (t)M1x(t) + uT (t)M2u(t)] dt, (4)

where M1 ∈ R
n×n and M2 ∈ R

m×m are given symmetric positive-definite matri-
ces.

Here, the objective of this article is to develop a procedure to design a
memory state feedback controller u(t) for the system (1) and cost function (4)
such that the resulting closed-loop system is α−exponentially stable and the

closed-loop value of the cost function (4) satisfies J ≤ J∗, where J∗ is some
specified constant.

Definition 2.3 For the system (1) and cost function (4), if there exist a control
law u∗(t) and a positive J∗ such that for all admissible delays, the system (1)
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is α−exponentially stable and the closed-loop value of the cost function (4)

satisfies J ≤ J∗, then J∗ is said to be a guaranteed cost and u∗(t) is said to be
a guaranteed cost control law of the system (1) and cost function (4).

We introduce the following technical well-known propositions, which will
be used in the proof of our results.

Proposition 2.1 Let P,Q be matrices of appropriate dimensions and Q is sym-

metric positive definite. Then

2〈Py, x〉 − 〈Qy, y〉 ≤ 〈PQ−1P Tx, x〉, ∀(x, y).

Proposition 2.2 (Gu, 2000). For any symmetric positive definite matrixM > 0,
scalar γ > 0 and vector function ω : [0, γ] → R

n such that the integrations

concerned are well defined, the following inequality holds
(
∫ γ

0

ω(s) ds

)T

M

(
∫ γ

0

ω(s) ds

)

≤ γ

(
∫ γ

0

ωT (s)Mω(s) ds

)

Proposition 2.3 (Schur complement lemma). Given constant symmetric ma-

trices X, Y, Z with appropriate dimensions satisfying X = XT , Y = Y T > 0.
Then X + ZTY −1Z < 0 if and only if

(

X ZT

Z −Y

)

< 0 or

(

−Y Z

ZT X

)

< 0.

3 Main result

Let us denote

Σ = −AP − PAT − (B0Y + Y TBT
0 ) + 2αP +W0D0W

T
0

+ (1− δ1)
−1e2ατ1W1D1W

T
1

+ (1− δ2)
−1e2ατ3B1B

T
1 + τ2e

2ατ2W2D2W
T
2 + τ4e

2ατ4B2B
T
2 ,

G = diag{gi, i = 1, 2, . . . , n}, H = diag{hi, i = 1, 2, . . . , n},

F = diag{fi, i = 1, 2, . . . , n, }

g2 = max{g2i , i = 1, 2, . . . , n}, h2 = max{h2
i , i = 1, 2, . . . , n}, K = −Y P−1,

λ1 = λmin(P
−1),

λ2 = λmax(P
−1) + λmax(D

−1
1 )g2τ1 + λmax(D

−1
2 )h2τ 22 + (τ3 +

1

2
τ 24 )λmax(K

TK)
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Theorem 3.1. For given α > 0,M1 > 0 and M2 > 0, u(t) = −Y P−1x(t) is a

guaranteed cost controller for the system (1) if there exists a symmetric positive
definite matrix P ∈ R

n×n, three diagonal positive matrices Di, i = 0, 1, 2 and a

matrix Y with appropriate dimension such that the following LMI holds:

Ξ =



























Σ PF PG τ2PH PM1 Y TM2 (1 + τ4)Y
T

FP −D0 0 0 0 0 0

GP 0 −D1 0 0 0 0

τ2HP 0 0 −D2 0 0 0

M1P 0 0 0 −M1 0 0

M2Y 0 0 0 0 −M2 0

(1 + τ4)Y 0 0 0 0 0 −(1 + τ4)Im



























< 0. (5)

Then, the upper bound of cost function for the system (2.1) is

J ≤ J∗ = λ2 ‖ φ ‖2 .

Proof. Let us denote X = P−1. With the feedback control u(t) = −Y P−1, we

consider the Lyapunov-Krasovskii functional for closed-loop system

V (t, xt) =

5
∑

i=1

Vi(t, xt),

where

V1 = xT (t)Xx(t),

V2 =

∫ t

t−τ1(t)

e2α(s−t)gT (x(s))D−1
1 g(x(s)) ds,

V3 =

∫ 0

−τ2

∫ t

t+s

e2α(θ−t)hT (x(θ))D−1
2 h(x(θ)) dθ ds,

V4 =

∫ t

t−τ3(t)

e2α(s−t)xT (s)KTKx(s) ds,

V5 =

∫ 0

−τ4

∫ t

t+s

e2α(θ−t)xT (θ)KTKx(θ) dθ ds.

It is easy to check that

λ1 ‖ x(t) ‖2≤ V (t, xt) ≤ λ2 ‖ xt ‖
2, t ∈ R

+. (6)
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Taking derivative of V1 along solutions of the closed-loop system (3), we get

V̇1 =xT (t)[−XA−ATX −X(B0Y + Y TBT
0 )X]x(t)

+ 2xT (t)XW0f(x(t)) + 2xT (t)XW1g(x(t− τ1(t)))

+ 2xT (t)XB1u(t− τ3(t))

+ 2xT (t)XW2

∫ t

t−τ2(t)

h(x(s)) ds+ 2xT (t)XB2

∫ t

t−τ4(t)

u(s) ds

Applying Proposition 2.1 and Proposition 2.2 gives

2xT (t)XW0f(x(t)) ≤ xT (t)XW0D0W
T
0 Xx(t) + fT (x(t))D−1

0 f(x(t));

2xT (t)XW1g(x(t− τ1(t)) ≤(1− δ1)
−1e2ατ1xT (t)XW1D1W

T
1 Xx(t)

+ (1− δ1)e
−2ατ1g(x(t− τ1(t)))

TD−1
1 g(x(t− τ1(t)));

2xT (t)XB1u(t− τ3(t)) ≤ (1− δ2)
−1e2ατ3xT (t)XB1B

T
1 Xx(t)

+ (1− δ2)e
−2ατ3 ‖ u(t− τ3(t)) ‖

2;

2xT (t)XW2

∫ t

t−τ2(t)

h(x(s)) ds ≤ τ2e
2ατ2xT (t)XW2D2W

T
2 Xx(t)

+
1

τ2
e−2ατ2

(
∫ t

t−τ2(t)

h(x(s)) ds

)T

D−1
2

(
∫ t

t−τ2(t)

h(x(s)) ds

)

≤ τ2e
2ατ2xT (t)XW2D2W

T
2 Xx(t) + e−2ατ2

∫ t

t−τ2(t)

hT (x(s))D−1
2 h(x(s)) ds

≤ τ2e
2ατ2xT (t)XW2D2W

T
2 Xx(t) + e−2ατ2

∫ t

t−τ2

hT (x(s))D−1
2 h(x(s)) ds;

2xT (t)XB2

∫ t

t−τ4(t)

u(s) ds ≤ τ4e
2ατ4xT (t)XB2B

T
2 Xx(t)

+
1

τ4
e−2ατ4

(
∫ t

t−τ4(t)

u(s) ds

)T(∫ t

t−τ4(t)

u(s) ds

)

≤ τ4e
2ατ4xT (t)XB2B

T
2 Xx(t) + e−2ατ4

∫ t

t−τ4(t)

‖ u(s) ‖2 ds

≤ τ4e
2ατ4xT (t)XB2B

T
2 Xx(t) + e−2ατ4

∫ t

t−τ4

‖ u(s) ‖2 ds.
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Therefor

V̇1 ≤xT (t)[−XA− ATX −X(B0Y + Y TBT
0 )X]x(t)

+ xTX(t)

[

W0D0W
T
0 + (1− δ1)

−1e2ατ1W1D1W
T
1 + (1− δ2)

−1e2ατ3B1B
T
1

+ τ2e
2ατ2W2D2W

T
2 + τ4e

2ατ4B2B
T
2

]

Xx(t)

+ fT (x(t))D−1
0 f(x(t)) + (1− δ1)e

−2ατ1g(x(t− τ1(t)))
TD−1

1 g(x(t− τ1(t)))

+ (1− δ2)e
−2ατ3 ‖ u(t− τ3(t)) ‖

2 +e−2ατ2

∫ t

t−τ2

hT (x(s))D−1
2 h(x(s)) ds

+ e−2ατ4

∫ t

t−τ4

‖ u(s) ‖2 ds

(7)

Next, the derivatives of Vk, k = 2, . . . , 5 give

V̇2 ≤ −2αV2 + (g(x(t)))TD−1
1 (g(x(t)))

− (1− δ1)e
−2ατ1(g(x(t− τ1(t))))

TD−1
1 (g(x(t− τ1(t))));

V̇3 ≤ −2αV3 + τ2(h(x(t)))
TD−1

2 (h(x(t)))

− e−2ατ2

∫ t

t−τ2

(h(x(s)))TD−1
2 (h(x(s))) ds;

V̇4 ≤ −2αV4 + xT (t)XY TY Xx(t)− (1− δ2)e
−2ατ3 ‖ u(t− τ3(t)) ‖

2;

V̇5 ≤ −2αV5 + τ4x
T (t)XY TY Xx(t)− e−2ατ4

∫ t

t−τ4

‖ u(s) ‖2 ds.

(8)

From (7)− (8), we obtain

V̇ + 2αV

≤ xT (t)

[

−XA− ATX −X(B0Y + Y TBT
0 )X + 2αX +XW0D0W

T
0 X

+ (1− δ1)
−1e2ατ1XW1D1W

T
1 X + (1− δ2)

−1e2ατ3XB1B
T
1 X

+ τ2e
2ατ2XW2D2W

T
2 X + τ4e

2ατ4XB2B
T
2 X + (1 + τ4)XY TY X

]

x(t)

+ fT (x(t))D−1
0 f(x(t)) + gT (x(t))D−1

1 g(x(t)) + τ2h
T (x(t))D−1

2 h(x(t)).

(9)

Using the condition (2) and since the matrices Di > 0, i = 0, 1, 2 are diagonal,
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we have

fT (x(t))D−1
0 f(x(t)) ≤ xT (t)FD−1

0 Fx(t),

gT (x(t))D−1
1 g(x(t)) ≤ xT (t)GD−1

1 Gx(t),

τ2h
T (x(t))D−1

2 h(x(t)) ≤ τ2x
T (t)HD−1

2 Hx(t).

(10)

Since (9) and (10), we obtain

V̇ + 2αV ≤ xT (t)Ωx(t)− xT (t)Mx(t),

where

Ω =−XA−ATX −X(B0Y + Y TBT
0 )X + 2αX +XW0D0W

T
0 X

+ (1− δ1)
−1e2ατ1XW1D1W

T
1 X + (1− δ2)

−1e2ατ3XB1B
T
1 X

+ τ2e
2ατ2XW2D2W

T
2 X + τ4e

2ατ4XB2B
T
2 X + (1 + τ4)XY TY X

+ FD−1
0 F +GD−1

1 G+ τ2HD−1
2 H +M1 +XY TM2Y X,

(11)

M = M1 +XY TM2Y X.

Therefor, if Ω < 0, then

V̇ + 2αV ≤ −xT (t)Mx(t).

Since M > 0, we obtain

V̇ + 2αV ≤ 0, (12)

which guarantees the exponentially stabilition of the system by Lyapunov sta-
bility theory and the solution x(t, φ) of the system satisfy

‖ x(t, φ) ‖≤

√

λ2

λ1
e−αt ‖ φ ‖, ∀t ≥ 0.

Pre- and post-multiplying both sides of Ω by P, and note that Ω < 0 is equiva-
lent to PΩP < 0. Applying the Schur complement yield linear matrix inequality

(5). Since V (t, xt) > 0, we have

V̇ (t, xt) ≤ −xT (t)Mx(t) (13)

Integrating both sides of (13) from 0 to s, we obtain

V (s, xs)− V (0, φ) ≤ −

∫ s

0

xT (t)Mx(t) dt.
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Hence
∫ s

0

xT (t)Mx(t) dt ≤ V (0, φ) = λ2 ‖ φ ‖2 .

Given s → ∞, we obtain

J =

∫ ∞

0

xT (t)Mx(t) dt ≤ λ2 ‖ φ ‖2= J∗.

This completes the proof.

Remark 3.1. For given α > 0,M1 > 0,M2 > 0, the criteria for existence of

the guaranteed cost control of neural networks with various activation functions
and mixed time-varying delays in state and control is derived in terms of LMIs,

which can be solve by various efficient covex algorithms [1, 4].

Remark 3.2. The neural networks system with various activation functions
and mixed time-varying delays considered in previous works (e.g. [5, 6, 8, 12,

13]) are special cases of the system (1).

4 Numerical examples

Example 4.1. Consider the system (1), where

φ(t) = 5sin5t, τ1(t) = sin0.5t, τ3(t) = sin0.6t, τ4(t) = 0.5|sint|,
{

τ2(t) = 0.8 sin2 t if t ∈ I = ∪k≥0[2kπ, (2k + 1)π]

τ2(t) = 0 if t ∈ R+ \ I,

A =

(

27 0

0 26

)

, W0 =

(

3 0.15

1 2

)

, W1 =

(

0 1

1 0

)

, W2 =

(

0.1 0.4

0.5 0.2

)

,

B0 =

(

0

3

)

, B1 =

(

2

−3

)

, B2 =

(

−1

2

)

,

F =

(

0.1 0

0 0.4

)

, G =

(

0.5 0

0 0.8

)

, H =

(

0.1 0

0 0.6

)

.

We see that the time delay functions τ2(t), τ4(t) are bounded but non-
differentiable and τ1 = 1, τ2 = 0.8, τ3 = 1, τ4 = 0.5, δ1 = 0.5, δ2 = 0.6.

Given

α = 0.5,M1 =

(

3 1

1 4

)

, M2 = [9],
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using MATLABs LMI Toolbox, the LMI (5) is feasible with the following ma-

trices:

P =

(

3.6537 −0.5970

−0.5970 4.1381

)

, D0 =

(

4.4254 0

0 4.4794

)

, D1 =

(

3.5888 0

0 8.6180

)

,

D2 =

(

17.5413 0

0 24.7486

)

, Y =
[

−0.0023 0.1878
]

.

and accordingly the feedback control is u(t) =
[

−0.0069 −0.0464
]

x(t). More-

over, the solution of closed-loop system satisfy

‖ x(t, φ) ‖≤ 2.2760e−0.5t ‖ φ ‖, ∀t ≥ 0,

and the optimal guaranteed cost of the closed-loop system is as follows:

J ≤ J∗ = 11.38.

5 Conclusions

In this paper, we have presented a solution to the guaranteed cost control prob-
lem for a class of neural networks with various activation functions and mixed

time-varying delays in state and control in a LMI framework. The existence
condition for guaranteed cost memory feedback controllers has been derived
in terms of linear matrix inequalities which allows to compute simultaneously

the two bounds that characterize the exponential stability of the solution of
closed-loop system and design the upper bound of cost function for the system.

A numerical example is given to show the effectiveness of the obtained result.
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