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Abstract

In this paper, the distribution of zeros of solutions of the first order neutral differential equation

[x(t)+ pOx(g )] + & x(h(t))=0

is discussed. New criteria are deduced . lllustrative example is given.
Keywords: Distribution of zeros, Neutral differential equations.

1. Introduction

The aim of this paper is to study the distribution of zeros of solutions of the first order neutral
differential equations of the type

[x(®)+ pA)x(g®)] +f (¢, x(h()=0 (1.1)
where p,h e C([t,,),[0,) ), g eC([t,,),[0,:0) ), f eC([t,,0)xR,R) and g(t)h(t) are
nondecreasing in t, and f (t,x(h(t))) is nondecreasing in x(t) .

Further we assume that

(1) There exist Q(t), B(x(h(t))) such that for t>t,. f(tx(xh—((*t‘)()t))) > Q()B(x(h(t)> 0
QeC([ty,),[0,0) ). and B C(R, R*)

(1) lim g(t)= lim h(t) = co.

The results of this paper improve and extend those of Wu et al ([2] and [3]).

Eq. (1.1) includes the differential equation
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[x(t)+ px(a®)] +Q)x(h(t)=0 (1)

Which recently discussed by Wu et al( [1] and [2]). In Sec 2 we deduce some preliminaries about the

first-order inequality
HR(x(A)x(z(t) <0 (1.2)
<t

X'(t)+p(
Where p,7 €C ([ ), (0,0)), z(t)<t,z(t) is nondecreasing with lim z(t) =0, and

Re([ty,), @) ), R(x(t)>1.
The inequality
X' (t)+pt)x(z(t)<0 2)

of [2], and [3] is a special case of (1.2). Sec.3 includes the main results for Eq.(1.1). Our results
depend and improve those of [1-6]. At the end, we give an example to illustrate our results.

)

2. First-order differential inequalities

Following[2] , we use the following notation. Let {f n(,o)}f:l be a sequence of functions defined by

1 fn(p)
f.lp)=1, f(p)=——,F . (p)= , n=0,123,........ 2.1
0( ) 1( ) 1— n+2( ) fn( )+1_epfn(p) n ( )

where p € (0,1). It is easy to see that if p >% , then either f_ () is nondecreasing and lim f_(p)= oo

or f,(p) is negative or oo after a finite numbers of terms. However for 0< p <1 we have
1< fn(p)S fn+2(p)£ e,n=012,.....
and lim f_(p)=f(p)e[1, €], where f(p) satisfies

f(p):epf(p) (2.2)
The authors in [1] defined a sequence {(pm(p)}::l for 0< p<1 by

ol)-20) g, () 2P edi)

> 5 , m=123,........ (2.3)
o
It is easy to see that for0 < p <1, we have (0m+1(p)< P (p) m=123,....., We also observe that
when OSpS% ,then ¢,(p)> 2 (1_2’0) , and in general
Yo

21-p—5.tn) _2(1-
Pnalp)= ( pz“’”")> (pzp),m:1,2,3, ..... .

Hence, the sequence {(pm(p)}zzl is decreasing and bounded from below. Thus there exists a function

o(p) such that

l _ . 2(1 P (p )
mlmogom(p)—(o(p) , and ¢(p)—T . This implies that

plp) ==L 20- P 2 0<p<t (2.4)
5 < :
P 1 p—1-2p—p° €

We will need the iteration of the inverse of each of the functions z,g and h , using the notation
7°(t)=t and inductively define the iterates of 7~ by

r’i(t)zr’l(r’(i’l)(t)) ,1=12,......
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Like wise for g and h .
Lemma 2.1 Let x(t) be asolution of (1.2) on [t,,o0). Further assume that there exist t, >t, and a
positive constant o such that

J':(t) p(s)ds>p , t>t, (2.5)

and that there exists T, >t, and T >73(T,) such that x(t) is positive on[T,,T]. Then for some n>0,
we get

X(‘z’(t))Z f (,0)>0 for tE[T_(2+n)(To)1 T] (2.6)

where f_(p) is defined by (2.1) .
Proof: From (1.2) , we obtain

X (t) < —p(t)R(x(t))x((t)) <0 for te[z *(T,), T] 2.7)
which implies that x(t) is nonincreasing on t e [z (T, ), T]. Thus it follows that

J.:(I)X'(s)ds <0 then x(t)-x(z(t))<0

Then

XE(T(S))a: f,(p) for telr2(T,). 7] (2.8)
If z3(t)<t<T ,then integrating (1.2) from z(t) to t we get

x(rE) 2 x(t)+ [ pOR((s)x((s)ds

Now from (2.5), we have
x(z(t)) = x(t)+ p E(t,x(t))
x(z ()2 x(t)+p R(x(t))x(z (1))
P e (ett)
d ) >1+ p R(x(t)) )
x(z(t)) N
X(t) (1_:0R(X(t)))—l
Then
x(z(t)) 1 1

> > = f,(p)>0 for te[r‘3(T0), T]

>f,(p)>0 for telr*(T,).T] (2.9)

Integrating (1.2) from z(t) to t, we get
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x(z(t))> x(t)+j:(t) p(s) R(x(s)) x(z(s))ds , r(s)<s<t

Dividing (1.2) by x(t) and integrating again from z(s) to z(t), we get

I an <) oo Ristr) X5
Then
IR PEOLCORE
Inx(#(t) - Inx(z(s)) <[ ") pl) ROx(7) X(XT(,(S»‘J'”
Thus, we have ( ( ))
R (x n
20 ) ) ) X0
From the condltlon R(x(t ))>1 and ( we have

)
77

expj

9) and the above mequallty we get

(el®) 2 x(0)+ [ pORG()x(els)ds = xe)+ [ p(S)a(els)es

77>e><p(f DI p(ﬂ))dn

z(s)
Moreover fro

So we have

K(elt) 2 %)+ O)] | pls) o[ folo)] 7 plr) e

Now as in [2], we get

x(z(t)) > x(t)+ x(r(t))(epf—_

So

X)), folp)
x(t) - f, (p)+1—epf°(p)
Repeating the above procedures, we get

Xf(f(ft)))zf (p) for te[rm(T,), T] (2.10)
Lemma 2.2: Assume that there exist t, >t,, and a positive constant p <1 such that (2.5) be satisfied
and R(x(t)) >1. Suppose that there exist T, > t, and a positive solution x(t) of (1.2) on

[T,z (T,)] .Then for some m < N —3,we have

) <o) tor el 1)+, 1)

where ¢, .,(p) be as defined in (2.3) .
Proof: From (2.11) , we know that

I;(t) p(s)ds>p and I:A(t) p(s)ds>p , t>t (2.12)

Now since F(4)=J* p(s)ds is a continuous function, F(r(t))> p and F(t)=0 .Thus, there exists a
A.suchthat [ p(s)ds = p, where t< A, <z7(t).

>0 forte [’l‘ ’4(T0),T]
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Consider the case 7~ ( 0) t<r (T ). Integrating both sides of (1.2) from t to A, we obtain
)=

" p(s) R(x(s)) x(z(s))ds (2.13)

Since t<s< A, <7- (t) it follows that 7 (T, )< r(t)<z(s)<z(1,)<t . Integrating both sides of
(1.2) again but from z(s) to t, we get

X(e(s)-x®)2 [ plu) ROx(W))x(r(u))du

From(2.7), x(z(u)) is nonincreasing on z (T, )< z(s)<u <t . Thus, we have

)
x(e(6)) 2 X(0)+ ROGW) X(w(0) | o~ plu)au . 219

13) and (2.14), we have

t

By changing the variables, we get

[ ps) [ pu)duds=[" [ p(s)p(u)ds du
jfl ds I: p(s)p(u)du = J.flds Ijl p(u) p(s) du

This implies that

J . ds [ p(s)ele =—j [= duds__z(jt“ p(u)du)zz ,

Substituting into (2.15) , we have

()2 X2} p3(0) RO )+ 2 RIEDR (K2, ) el0)

Since t<s<4, so x(t)<x(s)<x(4,) and R(x(t))<R(x(s))<R(x(2,)),then

Thus

2

x(t)= x(1, )+ pX(t)R(X(ﬂ,l))+p7 x(z(t)R2(x(4,)) . (2.16)

Thus

Now since 22(1_’0) 20-p) where R(x(1,))>1, then

o) ) (2.18)

=
If 73T, )<t<r "2(T,), we have ¢ 3(T )<t<a, <z ™I(T,) . Thus, by (2.18)
(-

x(ﬁl)>ﬁx(r(t)) for te[r 3(TO)

1

A, )] (2.19)

Since x(t) is nonincreasing on [z *(T,),z V(T,)] and 7 2(T,)<z(4,)<t<A, <z " I(T,), we
obtain
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x(/’tl)>% x(t) .

P\ P
Substituting into (2.16) , we have

2

x(t)> ﬁx(t)+px(t)R(x(ﬂl))+p—2x(r(t))R ") fort e [r (o) .-, )]

Thus

1 2x(z(t)) .,
1>m+pR(X(ﬂl))+% MOl (x(2,)

Using the conditions R(x(4, ))>1,0< p<1 we have

1 2 x(z(t)) -3 -(N-2
1>m+p+p_2 (0 fOFtG[T (TO),r( )(To)]

Thus

41
XS(T(Et)))<2(1 izm ; ):%(p) for telr2(r,), e,
Repeating the procedures, we have
2W—p—
SN ( ppz"’m“”))wm(p)forte[r-s(n),r-w-M(To)]

Remark 2.1.The above result depends and improves Lemma 2.2 of [2] and Lemma 2 of [4].

Theorem 2.1. Assume that there exists t, >t, and a positive constant o, o> 1 , such that Eq.(1.2)
e

holds. Then, for any T >t, , every solution of Eq. (1.2) has at least one zero on [T, z *(T)] , where
k — 3 p=1
{min la, B g<p<1 (2.21)
a=2+min ., . h+m/f (p)>e.(0)} and

B=3+min ., in/f, .(p)<0o0r f ., (p)=0 |.
Proof: Suppose that x(t) is a solution of Eq. (1.2) fort [T, z (T )]. If x(t)>0 for
T <t<7*(T), then from Eq. (1.2) we obtain

X' (t) < =p(ORKX(H)X(z(t) <0 for t[r*(T),z *(T)]

This implies that x(t) is nonincreasing on t e[z (T, ),z *(T,)] and

x(t)> X(r ’Z(T)) for te[r *(T), 7 2(T)]
Integrating both sides of Eq ( ) from z2(T) to 7°(T) , we obtain

x(c (1)< " p(s)R(x(s))x((s)) ds

_2 T (T)
< X(r (T)) {1—L2 " p(s) ds} .
In view of (2.7) and p =1 ,we have x(z *(T))<0.This is a contradiction and so it is easy to see that
k=3 .

In the case © < p<1,assumethat x(t) isa solution of Eq. (1.2) satisfying x(t)>0 for
e
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te[T,z *(T)] .Let k=2+n"+m’

f (p)zo_.(p) for telr,z(T). (2.22)
From the definitions of ¢ and f ,then n® and m" must exist. By Lemma 2.1, we have

X)((Tét))) >t (p)forteleto)(r,) 7). (2.23)
On the other hand, by Lemma 2.2, we obtain

%<(om*(p) fortelr2(r,),c v r,)] . (2.24)
Setting t=7"2")(T)=z"M")T) in (2.23) and (2.24), we get

—(l+n*)(
x\r T)
f. < - <Q . 2.25
- (0) BT <O (p) (2.25)

This contradicts (2.22). It is easy to see that k <3+min, ., in / f. . (p)<0or f, ., (p)=c0],

Since ¢, (p) > (;_2’0) , m=12,..... .The proof is complete.

3. Main Results

In this section, we discuss upper bound on the distance between zeros of solutions of Eq. (1.1), we
consider the function H(t)= p(h(t))Q(t)/ Q(G(t)) where G(t)=h"(g(h(t))) , We assume the
following conditions.
(H,) h(t)<g(t)<t, H(t)eC(t,,),[0,:0)] and G'(t)>1, when H'(t)<0, or
H'(t)-(G'(t)-1) Q(t)<0 , when H'(t)>0.
t Qs) B(x ( ()
(H.) [, *00) 1+ H (g (h(s)))
) Bihis)
(H3) Ig’l(h(t)) 1+ H( (S)))
Theorem 3.1: Suppose that( .),and(H,) hold. Then forany T >h™(t,) every solution of
Eq.(L.1) has at least one zero in the interval [T,(g™*h) (T )] , where k is given by (2.20) .
Proof: Suppose that x(t) is a solution of Eq. (1.1) with x(t)>0 forall te[T,T,], where

T,=(g*n )™ (T). Let

ds>p , ,0>1 X4

ds>p OSpSl,tZtl
e

2(t)=x(t)+ p(t)x(g(t)) forte g *(T,T,) (3.1)
Then

z(t)>0forteg (T, T,), (3.2)
and

2'(t)=—f (t, x(h(t))<0 for teh (T, T,) . (3.3)
From (1.1),(3.3) and (1), with h(t)e[g™(T), T], we get

2'(t)<-Q(1)B(x(h(t)))x(h (1)) (3.4)
] 2'(t) <-Q(t)B(x (h(t))) [z (h(t)- p(h(t)x(g(n(t)))].

2'(t) < -Q(t)B(x(h(t)z (h(t) +Q(t)B(x(h(t))) p(h(t)) (g (h(t)) - (3.5)
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But since by (3.4)

/(1)< -Q(h ) B ),

then ,
B (x(t)) x(t) < _ZQ' 28 for tefr,T,)
and
. < 2'(h (g (h(t)))
OO~ g (h) B xlo )
Since G(t)=h"(g(h(t))). Then G(t)>g *(g(h(t))=h(t). By substituting into (3.5) we obtain
2'(t)< - (h(EN z(h(t) + y _ 2'(h- (((t))))
< o) Bx(h(®) (ZG0)) (o0 (o[-
QB (00)- ()t g I £ oty (a(r) n]
Hence
0+ Q)0 O 2N QB )etn(0) <0 for g )T
0+ HE g (G0 QBN ()< 0 or tefr fahT] - (39)
Now let
e 0 BOOO)
=20+ HOgE T 260 fortefo () 7] @7
Then from (3.2) and (3.7), we have
o(t)>0 for te[G(T),T,] , (3.8)
and
)t e BOO@) o BB) Y
0=20+HOgE iy 01O ghighiy) 260
e BOO@) s
"Uakiahiy * ¢V
(3.9)
where Y(t)=2'(t)<0 .
Now from (3.6) and (3.9) , we obtain
e BOEO@) o BEBE) Y s
02 1 U5 b0 O i) 20 510
e e B .
QB2+ HO) o & EE Y (GOE()-1)
Let
B(x(n(t)) ) .
(B<x<g<h<t>>>ﬂ =0 -
If H'(t)<0and G'(t)-1>0,then from (3.11), we have
o' (t)+Q(t)B(x(h(t))) z(h(t))<0 for te|G*(T), T, ] (3.12)

If H'(t)>0and H'(t)-(G'(t)-1)Q(t)<0 , then from (3.11) , then we have
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) —~~ —_—
TT T
~— e )_
= 2 =z

~ - —
O ©) L) —
~— ~ N —
— — — |
= = = =
O O )] Shle
~ ~— ~ (O =%
> > > —| =

= — \l/\l//.“.\
Tl A= =
_m = - =
ol O
(h/l\h, | = ~—
L~ cCc | =

= = >
~ o= o=
X = X =) |
NV ~ X |\—

X | x ~~— < |

BNB(B(,M(I.\/._L\
m m T
—_ —_ — I
= = = [
I I =
I —

+ | | -
N —_ — ~—
= = = ¥
SN—" ~— —~
,G\ ) = —_——
N ~ N — [

—_ —_ _ =
N |~ <
|- N = ~—"
— | — =~ N—" >
= =< — | m <=
h(h(,h\(
o X|> = -
> x |\ X | — .~
o B(B(

m |m o I
—~ oy / ) VI
= = =
T T L
\V/ Il VI

X

<1, then we have

(h(t))
(h()))
H !’

x

(

If we have 0<

t

/u\/..H.\G(

From 0<

So

(3.13)

1+H (g (h(t)

2(h(t) > 20 _1(“(‘))))) for tefn=(T).7.]
Substituting (3.13) into (3.10) , we have

o'(t)< H'(t)

(3.14)

Nolg *h())<0 for tel (), T,]
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Then from Theorem 2.1, the proof is completed.
Remark 3.1. Theorem 3.1 depends and extends those in [2] and [3].

4. Example

Consider the delay differential equation
X'(t)+4 (1+2t) x(t-1)=0 (4.1)
Where p(t)=0 , B(t)=t, g(t)=t , x(t-1)=(t-1+2)=(t+1), h(t)=t-1 . Here

Qt)=4(2t+1), H(t) P(h(t))Q(t)

B(x(h(t)))= B(t +1)= t+1 (4.2)
1

0 (4.3)

Q(s)B(x(h(S)) 4o _gez 1 41+ 25 2
I g 1(h(t) 1+H(g‘1(h(s)))ds_8t 3y

And

(p)=19.13291213
.(p)=-0.885202225
)<0,8=3+n=3+2=5
2(,0)> o(p)=a=2+n+m=2+1+2=5
in{a, B}=min{5,5}=5 .Thus the hypotheses of Theorem 3.1 be satisfied. Then every

solution of Eq. (1.1) has at least one zero in [T,(g )" (T)]

Remark4.1.The above example may show that the conclusions do not follow the known oscillation
criteria in the literature ([1],[2],[4],[5],and [6]).
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