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#### Abstract

In this paper, the distribution of zeros of solutions of the first order neutral differential equation $$
[x(t)+p(t) x(g(t))]^{\prime}+f(t, x(h(t)))=0
$$


is discussed. New criteria are deduced . Illustrative example is given.
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## 1. Introduction

The aim of this paper is to study the distribution of zeros of solutions of the first order neutral differential equations of the type

$$
\begin{equation*}
[x(t)+p(t) x(g(t))]^{\prime}+f(t, x(h(t)))=0 \tag{1.1}
\end{equation*}
$$

where $p, h \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right), g \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right), f \in C\left(\left[t_{0}, \infty\right) \times R, R\right)$ and $g(t), h(t)$ are nondecreasing in $t$, and $f(t, x(h(t)))$ is nondecreasing in $x(t)$.
Further we assume that
(I) There exist $Q(t), B(x(h(t)))$ such that for $t \geq t_{0}, \frac{f(t, x(h(t)))}{x(h(t))} \geq Q(t) B(x(h(t)))>0$
$Q \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right)$, and $B \in C\left(R, R^{+}\right)$
(II) $\lim _{t \rightarrow \infty} g(t)=\lim _{t \rightarrow \infty} h(t)=\infty$.

The results of this paper improve and extend those of Wu et al ([2] and [3]).
Eq. (1.1) includes the differential equation

$$
\begin{equation*}
[x(t)+p(t) x(g(t))]^{\prime}+Q(t) x(h(t))=0 \tag{1}
\end{equation*}
$$

Which recently discussed by Wu et al( [1] and [2]). In Sec 2 we deduce some preliminaries about the first-order inequality

$$
\begin{equation*}
x^{\prime}(t)+p(t) R(x(t)) x(\tau(t)) \leq 0 \tag{1.2}
\end{equation*}
$$

Where $p, \tau \in C\left(\left[t_{0}, \infty\right),(0, \infty)\right), \tau(t) \leq t, \tau(t)$ is nondecreasing with $\lim _{t \rightarrow \infty} \tau(t)=\infty$, and $R \in\left(\left[t_{0}, \infty\right),(1, \infty)\right), R(x(t)) \geq 1$.
The inequality

$$
\begin{equation*}
x^{\prime}(t)+p(t) x(\tau(t)) \leq 0 \tag{2}
\end{equation*}
$$

of [2], and [3] is a special case of (1.2). Sec. 3 includes the main results for Eq.(1.1). Our results depend and improve those of [1-6]. At the end, we give an example to illustrate our results.

## 2. First-order differential inequalities

Following [2] , we use the following notation. Let $\left\{f_{n}(\rho)\right\}_{n=1}^{\infty}$ be a sequence of functions defined by $f_{0}(\rho)=1, f_{1}(\rho)=\frac{1}{1-\rho}, f_{n+2}(\rho)=\frac{f_{n}(\rho)}{f_{n}(\rho)+1-e^{\rho f_{n}(\rho)}}, n=0,1,2,3, \ldots \ldots \ldots$
where $\rho \in(0,1)$. It is easy to see that if $\rho>\frac{1}{e}$, then either $f_{n}(\rho)$ is nondecreasing and $\lim _{n \rightarrow \infty} f_{n}(\rho)=\infty$ or $f_{n}(\rho)$ is negative or $\infty$ after a finite numbers of terms. However for $0<\rho \leq 1$ we have $1 \leq f_{n}(\rho) \leq f_{n+2}(\rho) \leq e, n=0,1,2, \ldots \ldots \ldots$
and $\lim _{n \rightarrow \infty} f_{n}(\rho)=f(\rho) \in[1, e]$, where $f(\rho)$ satisfies

$$
\begin{equation*}
f(\rho)=e^{\rho f(\rho)} \tag{2.2}
\end{equation*}
$$

The authors in [1] defined a sequence $\left\{\varphi_{m}(\rho)\right\}_{m=1}^{\infty}$ for $0<\rho<1$ by
$\varphi_{1}(\rho)=\frac{2(1-\rho)}{\rho^{2}}, \varphi_{m+1}(\rho)=\frac{2\left(1-\rho-\frac{1}{\varphi_{m}(\rho)}\right)}{\rho^{2}}, m=1,2,3, \ldots \ldots \ldots$.
It is easy to see that for $0<\rho<1$, we have $\varphi_{m+1}(\rho)<\varphi_{m}(\rho), m=1,2,3, \ldots \ldots$, We also observe that when $0 \leq \rho \leq \frac{1}{e}$, then $\varphi_{1}(\rho)>\frac{2(1-\rho)}{\rho^{2}}$, and in general
$\varphi_{m+1}(\rho)=\frac{2\left(1-\rho-\frac{1}{\varphi_{m}(\rho)}\right)}{\rho^{2}}>\frac{2(1-\rho)}{\rho^{2}}, m=1,2,3, \ldots \ldots$.
Hence, the sequence $\left\{\varphi_{m}(\rho)\right\}_{m=1}^{\infty}$ is decreasing and bounded from below. Thus there exists a function $\varphi(\rho)$ such that
$\lim _{m \rightarrow \infty} \varphi_{m}(\rho)=\varphi(\rho)$, and $\varphi(\rho)=\frac{2\left(1-\rho-\frac{1}{\varphi(\rho)}\right)}{\rho^{2}}$. This implies that

$$
\begin{equation*}
\varphi(\rho)=\frac{1-\rho+\sqrt{1-2 \rho-\rho^{2}}}{\rho^{2}}=\frac{2}{1-\rho-\sqrt{1-2 \rho-\rho^{2}}}, 0<\rho \leq \frac{1}{e} \tag{2.4}
\end{equation*}
$$

We will need the iteration of the inverse of each of the functions $\tau, g$ and $h$, using the notation $\tau^{0}(t)=t$ and inductively define the iterates of $\tau^{-1}$ by

$$
\tau^{-i}(t)=\tau^{-1}\left(\tau^{-(i-1)}(t)\right), i=1,2, \ldots \ldots
$$

Like wise for $g$ and $h$.
Lemma 2.1 Let $x(t)$ be a solution of (1.2) on $\left[t_{0}, \infty\right)$. Further assume that there exist $t_{1} \geq t_{0}$ and a positive constant $\rho$ such that

$$
\begin{equation*}
\int_{\tau(t)}^{t} p(s) d s \geq \rho, t \geq t_{1} \tag{2.5}
\end{equation*}
$$

and that there exists $T_{0} \geq t_{1}$ and $T \geq \tau^{-3}\left(T_{0}\right)$ such that $x(t)$ is positive on $\left[T_{0}, T\right]$. Then for some $n>0$, we get

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)} \geq f_{n}(\rho)>0 \text { for } t \in\left[\tau^{-(2+n)}\left(T_{0}\right), T\right] \tag{2.6}
\end{equation*}
$$

where $f_{n}(\rho)$ is defined by $(2.1)$.
Proof: From (1.2), we obtain

$$
\begin{equation*}
x^{\prime}(t) \leq-p(t) R(x(t)) x(\tau(t)) \leq 0 \text { for } t \in\left[\tau^{-1}\left(T_{0}\right), T\right] \tag{2.7}
\end{equation*}
$$

which implies that $x(t)$ is nonincreasing on $t \in\left[\tau^{-1}\left(T_{0}\right), T\right]$. Thus it follows that

$$
\int_{\tau(t)}^{t} x^{\prime}(s) d s \leq 0 \text { then } x(t)-x(\tau(t)) \leq 0
$$

Then

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)} \geq 1=f_{0}(\rho) \text { for } t \in\left[\tau^{-2}\left(T_{0}\right), T\right] \tag{2.8}
\end{equation*}
$$

If $\tau^{-3}(t) \leq t \leq T$, then integrating (1.2) from $\tau(t)$ to $t$ we get

$$
x(\tau(t)) \geq x(t)+\int_{\tau(t)}^{t} p(s) R(x(s)) x(\tau(s)) d s
$$

Let $E(t, x(t))=R(x(t)) x(\tau(t))$. Then

$$
x(\tau(t)) \geq x(t)+\int_{\tau(t)}^{t} p(s) E(t, x(s)) d s
$$

Thus

$$
x(\tau(t)) \geq x(t)+E(t, x(t)) \int_{\tau(t)}^{t} p(s) d s
$$

Now from (2.5), we have

$$
\begin{aligned}
& x(\tau(t)) \geq x(t)+\rho E(t, x(t)) \\
& x(\tau(t)) \geq x(t)+\rho R(x(t)) x(\tau(t))
\end{aligned}
$$

So we get

$$
\frac{x(\tau(t))}{x(t)} \geq 1+\rho R(x(t)) \frac{x(\tau(t))}{x(t)}
$$

and

$$
\frac{x(\tau(t))}{x(t)}(1-\rho R(x(t))) \geq 1
$$

Then

$$
\frac{x(\tau(t))}{x(t)} \geq \frac{1}{(1-\rho R(x(t)))} \geq \frac{1}{1-\rho}=f_{1}(\rho)>0 \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), T\right]
$$

where $R(x(t)) \geq 1$.
Next, we show that

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)} \geq f_{2}(\rho)>0 \text { for } t \in\left[\tau^{-4}\left(T_{0}\right), T\right] \tag{2.9}
\end{equation*}
$$

Integrating (1.2) from $\tau(t)$ to $t$, we get

$$
x(\tau(t)) \geq x(t)+\int_{\tau(t)}^{t} p(s) R(x(s)) x(\tau(s)) d s, \tau(s) \leq s \leq t
$$

Dividing (1.2) by $x(t)$ and integrating again from $\tau(s)$ to $\tau(t)$, we get

$$
\int_{\tau(s)}^{\tau(t)} \frac{x^{\prime}(\eta)}{x(\eta)} d \eta \leq-\int_{\tau(s)}^{\tau(t)} p(\eta) R(x(\eta)) \frac{x(\tau(\eta))}{x(\eta)} d \eta
$$

Then

$$
\left.\ln x(\eta)\right|_{\tau(s)} ^{\tau(t)} \leq-\int_{\tau(s)}^{\tau(t)} p(\eta) R(x(\eta)) \frac{x(\tau(\eta))}{x(\eta)} d \eta
$$

i.e.

$$
\ln x(\tau(t))-\ln x(\tau(s)) \leq-\int_{\tau(s)}^{\tau(t)} p(\eta) R(x(\eta)) \frac{x(\tau(\eta))}{x(\eta)} d \eta
$$

Thus, we have

$$
\frac{x(\tau(s))}{x(\tau(t))} \geq \exp \int_{\tau(s)}^{\tau(t)} p(\eta) R(x(\eta)) \frac{x(\tau(\eta))}{x(\eta)} d \eta
$$

From the condition $R(x(t)) \geq 1$ and (2.8), we have

$$
\frac{x(\tau(s))}{x(\tau(t))} \geq \exp \int_{\tau(s)}^{\tau(t)} p(\eta) \frac{x(\tau(\eta))}{x(\eta)} d \eta \geq \exp \left(f_{0}(\rho) \int_{\tau(s)}^{\tau(t)} p(\eta)\right) d \eta
$$

Moreover from (2.9) and the above inequality we get

$$
x(\tau(t)) \geq x(t)+\int_{\tau(t)}^{t} p(s) R(x(s)) x(\tau(s)) d s \geq x(t)+\int_{\tau(t)}^{t} p(s) x(\tau(s)) d s
$$

So we have

$$
x(\tau(t)) \geq x(t)+x(\tau(t)) \int_{\tau(t)}^{t} p(s) \exp \left(f_{0}(\rho) \int_{\tau(s)}^{\tau(t)} p(\eta)\right) d \eta
$$

Now as in [2], we get

$$
x(\tau(t)) \geq x(t)+x(\tau(t)) \frac{\left(e^{\rho f(\rho)}-1\right)}{f_{0}(\rho)}
$$

So

$$
\frac{x(\tau(t))}{x(t)} \geq \frac{f_{0}(\rho)}{f_{0}(\rho)+1-e^{\rho f_{0}(\rho)}}>0 \text { for } t \in\left[\tau^{-4}\left(T_{0}\right), T\right]
$$

Repeating the above procedures, we get

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)} \geq f_{n}(\rho) \text { for } t \in\left[\tau^{-(2+n)}\left(T_{0}\right), T\right] \tag{2.10}
\end{equation*}
$$

Lemma 2.2: Assume that there exist $t_{1} \geq t_{0}$, and a positive constant $\rho<1$ such that (2.5) be satisfied and $R(x(t)) \geq 1$. Suppose that there exist $T_{0} \geq t_{1}$ and a positive solution $x(t)$ of (1.2) on $\left\lfloor T_{0}, \tau^{-N}\left(T_{0}\right)\right\rfloor$.Then for some $m \leq N-3$, we have

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)}<\varphi_{m}(\rho) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-3)}\left(T_{0}\right)\right] \tag{2.11}
\end{equation*}
$$

where $\varphi_{m+1}(\rho)$ be as defined in (2.3).
Proof: From (2.11), we know that

$$
\begin{equation*}
\int_{\tau(t)}^{t} p(s) d s \geq \rho \quad \text { and } \int_{t}^{\tau^{-1}(t)} p(s) d s \geq \rho \quad, t \geq t_{1} \tag{2.12}
\end{equation*}
$$

Now since $F(\lambda)=\int_{t}^{\lambda} p(s) d s$ is a continuous function, $F\left(\tau^{-1}(t)\right) \geq \rho$ and $F(t)=0$.Thus, there exists a $\lambda_{1}$ such that $\int_{t}^{\lambda} p(s) d s=\rho$, where $t \leq \lambda_{1} \leq \tau^{-1}(t)$.

Consider the case $\tau^{-3}\left(T_{0}\right) \leq t \leq \tau^{-(N-1)}\left(T_{0}\right)$. Integrating both sides of (1.2) from $t$ to $\lambda_{1}$, we obtain

$$
\begin{equation*}
x(t)-x\left(\lambda_{1}\right) \geq \int_{t}^{\lambda_{1}} p(s) R(x(s)) x(\tau(s)) d s \tag{2.13}
\end{equation*}
$$

Since $t \leq s \leq \lambda_{1} \leq \tau^{-1}(t)$, it follows that $\tau^{-2}\left(T_{0}\right) \leq \tau(t) \leq \tau(s) \leq \tau\left(\lambda_{1}\right) \leq t$. Integrating both sides of (1.2) again but from $\tau(s)$ to $t$, we get

$$
x(\tau(s))-x(t) \geq \int_{\tau(s)}^{t} p(u) R(x(u)) x(\tau(u)) d u
$$

From(2.7), $x(\tau(u))$ is nonincreasing on $\tau^{-2}\left(T_{0}\right) \leq \tau(s) \leq u \leq t$. Thus, we have

$$
\begin{equation*}
x(\tau(s)) \geq x(t)+R(x(t)) x(\tau(t))\left[\rho-\int_{t}^{s} p(u) d u\right] . \tag{2.14}
\end{equation*}
$$

Now from (2.13) and (2.14), we have

$$
x(t) \geq x\left(\lambda_{1}\right)+R\left(x\left(\lambda_{1}\right)\right) \int_{t}^{\lambda_{1}} p(s)\left[x(t)+R(x(t)) x(\tau(t))\left[\rho-\int_{t}^{s} p(u) d u\right]\right] d s
$$

Thus

$$
\begin{equation*}
x(t) \geq x\left(\lambda_{1}\right)+\rho x(t) R\left(x\left(\lambda_{1}\right)\right)+\rho^{2} R(x(t)) R\left(x\left(\lambda_{1}\right)\right) x(\tau(t))-R(x(t)) R\left(x\left(\lambda_{1}\right)\right) x(\tau(t)) \int_{t}^{\lambda_{1}} p(s) \int_{t}^{s} p(u) d u d s \tag{2.15}
\end{equation*}
$$

By changing the variables, we get

$$
\int_{t}^{\lambda_{1}} p(s) \int_{t}^{s} p(u) d u d s=\int_{t}^{\lambda_{1}} \int_{u}^{\lambda_{1}} p(s) p(u) d s d u
$$

Thus

$$
\int_{t}^{\lambda_{1}} d s \int_{t}^{s} p(s) p(u) d u=\int_{t}^{\lambda_{1}} d s \int_{u}^{\lambda_{1}} p(u) p(s) d u
$$

This implies that

$$
\int_{t}^{\lambda_{1}} d s \int_{t}^{s} p(s) p(u) d u=\frac{1}{2} \int_{t}^{\lambda_{1}} \int_{t}^{\lambda_{1}} p(u) p(s) d u d s=\frac{1}{2}\left(\int_{t}^{\lambda_{1}} p(u) d u\right)^{2}=\frac{\rho^{2}}{2}
$$

Substituting into (2.15), we have

$$
x(t) \geq x\left(\lambda_{1}\right)+\rho x(t) R\left(x\left(\lambda_{1}\right)\right)+\frac{\rho^{2}}{2} R(x(t)) R\left(x\left(\lambda_{1}\right)\right) x(\tau(t))
$$

Since $t \leq s<\lambda_{1}$ so $x(t) \leq x(s) \leq x\left(\lambda_{1}\right)$ and $R(x(t)) \leq R(x(s)) \leq R\left(x\left(\lambda_{1}\right)\right)$, then

$$
\begin{equation*}
x(t) \geq x\left(\lambda_{1}\right)+\rho x(t) R\left(x\left(\lambda_{1}\right)\right)+\frac{\rho^{2}}{2} x(\tau(t)) R^{2}\left(x\left(\lambda_{1}\right)\right) \tag{2.16}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)}<\frac{2(1-\rho)}{\rho^{2} R\left(x\left(\lambda_{1}\right)\right)} \tag{2.17}
\end{equation*}
$$

Now since $\frac{2(1-\rho)}{\rho^{2} R\left(x\left(\lambda_{1}\right)\right)}<\frac{2(1-\rho)}{\rho^{2}}$ where $R\left(x\left(\lambda_{1}\right)\right) \geq 1$, then

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)}<\frac{2(1-\rho)}{\rho^{2}}=\varphi_{1}(\rho) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-1)}\left(T_{0}\right)\right] \tag{2.18}
\end{equation*}
$$

If $\tau^{-3}\left(T_{0}\right) \leq t \leq \tau^{-(N-2)}\left(T_{0}\right)$, we have $\tau^{-3}\left(T_{0}\right) \leq t \leq \lambda_{1} \leq \tau^{-(N-1)}\left(T_{0}\right)$. Thus, by (2.18)

$$
\begin{equation*}
x\left(\lambda_{1}\right)>\frac{1}{\varphi_{1}(\rho)} x(\tau(t)) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-2)}\left(T_{0}\right)\right] \tag{2.19}
\end{equation*}
$$

Since $x(t)$ is nonincreasing on $\left[\tau^{-1}\left(T_{0}\right), \tau^{-N}\left(T_{0}\right)\right]$ and $\tau^{-2}\left(T_{0}\right) \leq \tau\left(\lambda_{1}\right)<t<\lambda_{1} \leq \tau^{-(N-1)}\left(T_{0}\right)$, we obtain

$$
x\left(\lambda_{1}\right)>\frac{1}{\varphi_{1}(\rho)} x(t)
$$

Substituting into (2.16) , we have

$$
x(t) \geq \frac{1}{\varphi_{1}(\rho)} x(t)+\rho x(t) R\left(x\left(\lambda_{1}\right)\right)+\frac{\rho^{2}}{2} x(\tau(t)) R^{2}\left(x\left(\lambda_{1}\right)\right) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-2)}\left(T_{0}\right)\right]
$$

Thus

$$
1>\frac{1}{\varphi_{1}(\rho)}+\rho R\left(x\left(\lambda_{1}\right)\right)+\frac{\rho^{2}}{2} \frac{x(\tau(t))}{x(t)} R^{2}\left(x\left(\lambda_{1}\right)\right)
$$

Using the conditions $R\left(x\left(\lambda_{1}\right)\right)>1,0<\rho<1$ we have

$$
1>\frac{1}{\varphi_{1}(\rho)}+\rho+\frac{\rho^{2}}{2} \frac{x(\tau(t))}{x(t)} \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-2)}\left(T_{0}\right)\right]
$$

Thus

$$
\frac{x(\tau(t))}{x(t)}<\frac{2\left(1-\rho-\frac{1}{\varphi_{1}(\rho)}\right)}{\rho^{2}}=\varphi_{2}(\rho) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-2)}\left(T_{0}\right)\right]
$$

Repeating the procedures, we have

$$
\frac{x(\tau(t))}{x(t)}<\frac{2\left(1-\rho-\frac{1}{\varphi_{m+1}(\rho)}\right)}{\rho^{2}}=\varphi_{m}(\rho) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-(N-m)}\left(T_{0}\right)\right]
$$

Remark 2.1.The above result depends and improves Lemma 2.2 of [2] and Lemma 2 of [4].
Theorem 2.1. Assume that there exists $t_{1} \geq t_{0}$ and a positive constant $\rho, \rho>\frac{1}{e}$, such that Eq. (1.2) holds. Then, for any $T \geq t_{1}$, every solution of Eq. (1.2) has at least one zero on $\left[T, \tau^{-k}(T)\right]$, where

$$
\begin{gather*}
k=\left\{\begin{array}{lc}
3 & \rho \geq 1 \\
\min \{\alpha, \beta\}
\end{array} \frac{1}{e}<\rho<1_{e}\right.  \tag{2.21}\\
\alpha=2+\min _{n \geq 1, m \geq 1}\left\{n+m / f_{n}(\rho) \geq \varphi_{m}(\rho)\right\} \text { and } \\
\beta=3+\min _{n \geq 1}\left\{n / f_{n+1}(\rho)<0 \text { or } f_{n+1}(\rho)=\infty\right\} .
\end{gather*}
$$

Proof: Suppose that $x(t)$ is a solution of Eq. (1.2) for $t \in\left[T, \tau^{-k}(T)\right]$. If $x(t)>0$ for $T \leq t \leq \tau^{-2}(T)$, then from Eq. (1.2) we obtain

$$
x^{\prime}(t) \leq-p(t) R(x(t)) x(\tau(t)) \leq 0 \text { for } t \in\left[\tau^{-1}(T), \tau^{-3}(T)\right]
$$

This implies that $x(t)$ is nonincreasing on $t \in\left[\tau^{-1}\left(T_{0}\right), \tau^{-3}\left(T_{0}\right)\right]$ and

$$
x(t) \geq x\left(\tau^{-2}(T)\right) \text { for } t \in\left[\tau^{-1}(T), \tau^{-2}(T)\right]
$$

Integrating both sides of Eq. (1.2) from $\tau^{-2}(T)$ to $\tau^{-3}(T)$, we obtain

$$
\begin{aligned}
x\left(\tau^{-3}(T)\right) & \leq x\left(\tau^{-2}(T)\right)-\int_{\tau^{-2}(T)}^{\tau^{-3}(T)} p(s) R(x(s)) x(\tau(s)) d s \\
& \leq x\left(\tau^{-2}(T)\right)-\int_{\tau^{-2}(T)}^{\tau^{-3}(T)} p(s) x(\tau(s)) d s \\
& \leq x\left(\tau^{-2}(T)\right)\left\{1-\int_{\tau^{-2}(T)}^{\tau^{-3}(T)} p(s) d s\right\} .
\end{aligned}
$$

In view of (2.7) and $\rho \geq 1$, we have $x\left(\tau^{-3}(T)\right) \leq 0$. This is a contradiction and so it is easy to see that $k=3$.
In the case $\frac{1}{e}<\rho<1$, assume that $x(t)$ is a solution of Eq. (1.2) satisfying $x(t)>0$ for
$t \in\left[T, \tau^{-k}(T)\right]$. Let $k=2+n^{*}+m^{*}$

$$
\begin{equation*}
f_{n^{*}}(\rho) \geq \varphi_{m^{*}}(\rho) \text { for } t \in\left[T, \tau^{-k}(T)\right] . \tag{2.22}
\end{equation*}
$$

From the definitions of $\varphi$ and $f$, then $n^{*}$ and $m^{*}$ must exist. By Lemma 2.1, we have

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)} \geq f_{n^{*}}(\rho) \text { for } t \in\left[\tau^{-\left(2+n^{*}\right)}\left(T_{0}\right), T\right] \tag{2.23}
\end{equation*}
$$

On the other hand, by Lemma 2.2, we obtain

$$
\begin{equation*}
\frac{x(\tau(t))}{x(t)}<\varphi_{m^{*}}(\rho) \text { for } t \in\left[\tau^{-3}\left(T_{0}\right), \tau^{-\left(N-m^{*}\right)}\left(T_{0}\right)\right] . \tag{2.24}
\end{equation*}
$$

Setting $t=\tau^{-\left(2+n^{*}\right)}(T)=\tau^{-\left(N-m^{*}\right)}(T)$ in (2.23) and (2.24), we get

$$
\begin{equation*}
f_{n^{*}}(\rho) \leq \frac{x\left(\tau^{-\left(1+n^{*}\right)}(T)\right)}{x\left(\tau^{-\left(2+n^{*}\right)}(T)\right)}<\varphi_{m^{*}}(\rho) \tag{2.25}
\end{equation*}
$$

This contradicts (2.22). It is easy to see that $k \leq 3+\min _{k \geq 1}\left\{n / f_{n+1}(\rho)<0\right.$ or $\left.f_{n+1}(\rho)=\infty\right\}$,
Since $\varphi_{m}(\rho)>\frac{(1-\rho)}{\rho^{2}}, m=1,2, \ldots \ldots$. The proof is complete.

## 3. Main Results

In this section, we discuss upper bound on the distance between zeros of solutions of Eq. (1.1), we consider the function $H(t)=p(h(t)) Q(t) / Q(G(t))$ where $G(t)=h^{-1}(g(h(t)))$, We assume the following conditions.

$$
\left(H_{1}\right) \quad h(t) \leq g(t) \leq t, H(t) \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right] \text { and } G^{\prime}(t) \geq 1 \text {, when } H^{\prime}(t) \leq 0 \text {, or }
$$

$$
H^{\prime}(t)-\left(G^{\prime}(t)-1\right) Q(t) \leq 0 \text {, when } H^{\prime}(t)>0 \text {. }
$$

$$
\begin{aligned}
& \left(H_{2}\right) \quad \int_{g^{-1}(h(t))}^{t} \frac{Q(s) B(x(h(s)))}{1+H\left(g^{-1}(h(s))\right)} d s \geq \rho, \rho>\frac{1}{e}, t \square t_{1} \\
& \left(H_{3}\right) \quad \int_{g^{-1}(h(t))}^{t} \frac{Q(s) B(x(h(s)))}{1+H\left(g^{-1}(h(s))\right)} d s \geq \rho, 0 \leq \rho \leq \frac{1}{e}, t \geq t_{1}
\end{aligned}
$$

Theorem 3.1: Suppose that $\left(H_{1}\right)$, and $\left(H_{2}\right)$ hold. Then for any $T \geq h^{-2}\left(t_{1}\right)$ every solution of Eq. (1.1) has at least one zero in the interval $\left[T,\left(g^{-1} h\right)^{-k}(T)\right]$, where k is given by (2.20) .
Proof: Suppose that $x(t)$ is a solution of Eq. (1.1) with $x(t)>0$ for all $t \in\left[T, T_{1}\right]$, where $T_{1}=\left(g^{-1} h\right)^{-k}(T)$. Let

$$
\begin{equation*}
z(t)=x(t)+p(t) x(g(t)) \text { for } t \in g^{-1}\left(T, T_{1}\right) \tag{3.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
z(t)>0 \text { for } t \in g^{-1}\left(T, T_{1}\right), \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
z^{\prime}(t)=-f(t, x(h(t)))<0 \text { for } t \in h^{-1}\left(T, T_{1}\right) . \tag{3.3}
\end{equation*}
$$

From (1.1), (3.3) and $(I)$, with $h(t) \in\left[g^{-1}(T), T\right]$, we get

$$
\begin{align*}
& z^{\prime}(t) \leq-Q(t) B(x(h(t))) x(h(t))  \tag{3.4}\\
& z^{\prime}(t) \leq-Q(t) B(x(h(t)))[z(h(t))-p(h(t)) x(g(h(t)))]
\end{align*}
$$

So

$$
\begin{equation*}
z^{\prime}(t) \leq-Q(t) B(x(h(t))) z(h(t))+Q(t) B(x(h(t))) p(h(t)) x(g(h(t))) . \tag{3.5}
\end{equation*}
$$

But since by (3.4)

$$
z^{\prime}\left(h^{-1}(t)\right) \leq-Q\left(h^{-1}(t)\right) B(x(t)) x(t)
$$

then ,

$$
B(x(t)) x(t) \leq-\frac{z^{\prime}\left(h^{-1}(t)\right)}{Q\left(h^{-1}(t)\right)} \text { for } t \in\left(T, T_{1}\right)
$$

and

$$
x(g(h(t))) \leq-\frac{z^{\prime}\left(h^{-1}(g(h(t)))\right)}{Q\left(h^{-1}(g(h(t)))\right) B(x(g(h(t))))} .
$$

Since $G(t)=h^{-1}(g(h(t)))$. Then $G(t) \geq g^{-1}(g(h(t)))=h(t)$. By substituting into (3.5) we obtain

$$
\begin{aligned}
& z^{\prime}(t) \leq-Q(t) B(x(h(t))) z(h(t))+Q(t) B(x(h(t))) p(h(t))\left[-\frac{z^{\prime}\left(h^{-1}(g(h(t)))\right)}{Q\left(h^{-1}(g(h(t)))\right) B(x(g(h(t))))}\right] \\
& \leq-Q(t) B(x(h(t))) z(h(t))-Q(t) p(h(t)) \frac{B(x(h(t)))}{B(x(g(h(t))))}\left(\frac{z^{\prime}(G(t))}{Q(G(t))}\right) \text { for } t \in\left[h^{-1}(g(T)), T_{1}\right]
\end{aligned}
$$

Hence

$$
\begin{align*}
& z^{\prime}(t)+Q(t) p(h(t)) \frac{B(x(h(t)))}{B(x(g(h(t))))}\left(\frac{z^{\prime}(G(t))}{Q(G(t))}\right)+Q(t) B(x(h(t))) z(h(t)) \leq 0 \text { for } t \in\left[h^{-1}(g(T)), T_{1}\right] \\
& z^{\prime}(t)+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z^{\prime}(G(t))+Q(t) B(x(h(t))) z(h(t)) \leq 0 \text { for } t \in\left[h^{-1}(g(T)), T_{1}\right] \tag{3.6}
\end{align*}
$$

Now let

$$
\begin{equation*}
\omega(t)=z(t)+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t)) \text { for } t \in\left[G^{-1}(T), T_{1}\right] \tag{3.7}
\end{equation*}
$$

Then from (3.2) and (3.7), we have

$$
\begin{equation*}
\omega(t)>0 \text { for } t \in\left[G^{-1}(T), T_{1}\right] \tag{3.8}
\end{equation*}
$$

and

$$
\begin{align*}
& \omega^{\prime}(t)=z^{\prime}(t)+H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))+H(t)\left(\frac{B(x(h(t)))}{B(x(g(h(t))))}\right)^{\prime} z(G(t)) \\
& +H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z^{\prime}(G(t)) G^{\prime}(t) \tag{3.9}
\end{align*}
$$

where $Y(t)=z^{\prime}(t)<0$.
Now from (3.6) and (3.9), we obtain

$$
\begin{align*}
& \omega^{\prime}(t) \leq H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))+H(t)\left(\frac{B(x(h(t)))}{B(x(g(h(t))))}\right)^{\prime} z(G(t))-  \tag{3.10}\\
& Q(t) B(x(h(t))) z(h(t))+H(t) \frac{B(x(h(t))))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right),
\end{align*}
$$

Let

$$
\begin{equation*}
\left(\frac{B(x(h(t)))}{B(x(g(h(t))))}\right)^{\prime} \leq 0 . \tag{3.11}
\end{equation*}
$$

If $H^{\prime}(t) \leq 0$ and $G^{\prime}(t)-1>0$, then from (3.11), we have

$$
\begin{equation*}
\omega^{\prime}(t)+Q(t) B(x(h(t))) z(h(t)) \leq 0 \text { for } t \in\left\lfloor G^{-1}(T), T_{1}\right] \tag{3.12}
\end{equation*}
$$

If $H^{\prime}(t)>0$ and $H^{\prime}(t)-\left(G^{\prime}(t)-1\right) Q(t)<0$, then from (3.11), then we have

$$
\begin{gathered}
H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))+H(t)\left(\frac{B(x(h(t)))}{B(x(g(h(t))))}\right)^{\prime} z(G(t))+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right) \\
\leq H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right) \\
=H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))-H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right) \\
\leq H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(h(t))-H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right) \\
\leq H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(h(t))\left[\frac{H^{\prime}(t)}{H(t)}-\frac{Y(G(t)))\left(G^{\prime}(t)-1\right)}{z(h(t))}\right] \\
\leq H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(h(t))\left[\frac{H^{\prime}(t)}{H(t)}-\frac{\left(G^{\prime}(t)-1\right) Q(G(t)) x(h(G(t))) B(x(h(G(t))))}{x(h(t))+p(h(t)) x(g(h(t)))}\right] \\
\leq H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(h(t))\left[\frac{H^{\prime}(t)}{H(t)}-\frac{\left.\left(G^{\prime}(t)-1\right) Q(G(t)) x(h(G(t))) B(x(h(G(t))))\right)}{p(h(t)) x(g(h(t)))}\right] \\
\leq H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(h(t))\left[\frac{H^{\prime}(t)}{H(t)}-\frac{\left(G^{\prime}(t)-1\right) Q(G(t))}{p(h(t))}\right]
\end{gathered}
$$

If we have $0<\frac{B(x(h(t)))}{B(x(g(h(t))))}<1$, then we have

$$
\begin{aligned}
& \leq H(t) z(h(t))\left[\frac{H^{\prime}(t)}{H(t)}-\frac{\left(G^{\prime}(t)-1\right) Q(G(t))}{p(h(t))}\right] \\
& \leq H^{\prime}(t) z(h(t))-\left(G^{\prime}(t)-1\right) Q(t) z(h(t))<0 \\
& =z(h(t))\left[H^{\prime}(t)-\left(G^{\prime}(t)-1\right) Q(t)\right]<0 .
\end{aligned}
$$

Also (3.12) holds.
Since $z^{\prime}(t)<0$ and (3.7) we have

$$
\omega(t)<\left[1+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))}\right] z(g(t)) \text { for } t \in\left[h^{-1}\left(g^{-1}(T)\right), T_{1}\right]
$$

From $0<\frac{B(x(h(t)))}{B(x(g(h(t))))}<1$, then

$$
\omega(t)<[1+H(t)] z(g(t)) \text { for } t \in\left[h^{-1}\left(g^{-1}(T)\right), T_{1}\right]
$$

So

$$
\begin{equation*}
z(h(t))>\frac{\omega\left(g^{-1}(h(t))\right)}{1+H\left(g^{-1}(h(t))\right)} \text { for } t \in\left[h^{-2}(T), T_{1}\right] \tag{3.13}
\end{equation*}
$$

Substituting (3.13) into (3.10), we have

$$
\begin{align*}
& \omega^{\prime}(t) \leq H^{\prime}(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} z(G(t))+H(t)\left(\frac{B(x(h(t)))}{B(x(g(h(t))))}\right)^{\prime} z(G(t))- \\
& \quad Q(t) B(x(h(t))) \frac{\omega\left(g^{-1}(h(t))\right)}{1+H\left(g^{-1}(h(t))\right)}+H(t) \frac{B(x(h(t)))}{B(x(g(h(t))))} Y(G(t))\left(G^{\prime}(t)-1\right) \\
& \omega^{\prime}(t)+\frac{Q(t)}{1+H\left(g^{-1}(h(t))\right)} B(x(h(t))) \omega\left(g^{-1}(h(t))\right)<0 \text { for } t \in\left[h^{-2}(T), T_{1}\right] \tag{3.14}
\end{align*}
$$

Then from Theorem 2.1, the proof is completed.
Remark 3.1. Theorem 3.1 depends and extends those in [2] and [3].

## 4. Example

Consider the delay differential equation

$$
\begin{equation*}
x^{\prime}(t)+4(1+2 t) x(t-1)=0 \tag{4.1}
\end{equation*}
$$

Where $p(t)=0, B(t)=t, g(t)=t, x(t-1)=(t-1+2)=(t+1), h(t)=t-1$. Here
$Q(t)=4(2 t+1), H(t)=\frac{p(h(t)) Q(t)}{Q(G(t))}=0$
$h(t)=t-1 \Rightarrow x(h(t))=x(t-1)=t+1$, then
$B(x(h(t)))=B(t+1)=t+1$
$h(t)=t-1 \Rightarrow g^{-1}(h(t))=g^{-1}(t-1)=t-1$, then
$H\left(g^{-1}(h(t))\right)=H(t-1)=0$
Then from (4.2),(4.3) we have

$$
\begin{gathered}
\int_{g^{-1}(h(t))}^{t} \frac{Q(s) B(x(h(s)))}{1+H\left(g^{-1}(h(s))\right)} d s=8 t^{2}+4 t+\frac{2}{3} \geq \frac{2}{3} \\
t \geq t_{1}=\max \left\{t_{0}, \frac{2}{3}\right\} \text {.Hence } \\
\varphi_{1}(\rho)=\frac{2(1-\rho)}{\rho^{2}}=\frac{3}{2} \\
\varphi_{2}(\rho)=\frac{2\left(1-\rho-\frac{1}{\varphi_{1}(\rho)}\right)}{\rho^{2}}=-\frac{3}{2},
\end{gathered}
$$

And

$$
\begin{aligned}
& f_{0}(\rho)=1 \\
& f_{1}(\rho)=\frac{1}{1-\rho}=3 \\
& f_{2}(\rho)=19.13291213 \\
& f_{3}(\rho)=-0.885202225 \\
& f_{3}(\rho) \leq 0, \beta=3+n=3+2=5 \\
& f_{2}(\rho) \geq \varphi_{1}(\rho) \Rightarrow \alpha=2+n+m=2+1+2=5
\end{aligned}
$$

Thus $k=\min \{\alpha, \beta\}=\min \{5,5\}=5$.Thus the hypotheses of Theorem 3.1 be satisfied. Then every solution of Eq. (1.1) has at least one zero in $\left[T,\left(g^{-1} h\right)^{-5}(T)\right]$
Remark4.1.The above example may show that the conclusions do not follow the known oscillation criteria in the literature ([1],[2],[4],[5], and [6]).
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